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ABSTRACT
To provide secure content delivery, Transport Layer Security (TLS) has become a de facto standard over a couple of decades. However, TLS has a long history of security weaknesses and drawbacks. Thus, the security of TLS has been enhanced by addressing security problems through continuous version upgrades. Meanwhile, to provide fast content delivery globally, websites (or origin web servers) need to deploy and administer many machines in globally distributed environments. They often delegate the management of machines to web hosting services or content delivery networks (CDNs), where the security configurations of distributed servers may vary spatially depending on the managing entities or locations.

Based on these spatial differences in TLS security, we find that the security level of TLS connections (and their web services) can be lowered. After collecting the information of (web) domains that exhibit different TLS versions and cryptographic options depending on clients’ locations, we show that it is possible to redirect TLS handshake messages to weak TLS servers, which both the origin server and the client may not be aware of. We investigate 7M domains with these spatial differences of security levels in the wild and conduct the analyses to better understand the root causes of this phenomenon. We also measure redirection delays at various locations in the world to see whether there are noticeable delays in redirections.

CCS CONCEPTS
• Security and privacy → Network security.
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1 INTRODUCTION
Transport Layer Security (TLS) [31, 32] is designed for secure communications on the Internet. It is being used for most web-based services. The ratio of TLS encrypted traffic has been increasing rapidly; according to the Google’s Transparency Report [18], 96 percent of web pages loaded by Chrome are encrypted with HTTPS as of July 2020. However, TLS is not a perfectly secure protocol. Since SSL 2.0 [15] was published in 1995, TLS/SSL have exposed various vulnerabilities such as weak cryptographic algorithms (e.g., [5, 16, 24, 28, 38, 39]) and have been constantly attacked (e.g., BEAST [12], CRIME [34], BREACH [17], Lucky Thirteen [4], Heartbleed [13], POODLE [26], FREAK [7], Logjam [3], DROWN [6], and SLOTH [8]).

TLS has been evolving and becoming more secure by solving or mitigating such security problems through continuous version upgrades [20]. The latest TLS version is 1.3 [31] that was redesigned and approved in August 2018. For example, it mandates perfect forward secrecy by allowing only ephemeral keys during the ECDH key agreement. Also, it extends the length of the handshake transcript against the hash collision attacks. It was reported that only approximately 31 percent of the Alexa Top 1M domains support TLS 1.3 as of November 2019 [19]. In other words, the other web servers (approximately 69%) still rely on lower TLS versions, which may be subject to old-version TLS attacks. This indicates that keeping the TLS protocol up-to-date is the key challenge for providing web services securely. Considering the history of TLS security issues, threats to TLS may continue to emerge, and even cryptographic algorithms currently known to be secure may not be safe in the future (e.g., quantum computing is deployed). That is why web server operators are required to vigilantly monitor emerging vulnerabilities and continue to upgrade TLS versions and security settings.

Apart from this security aspect, the scale of web services is growing exponentially. While there are still small-scale services for local users, global services targeting numerous users around the
world continue to emerge and proliferate—e.g., online social networks such as Twitter, Facebook, and Instagram, or video streaming websites such as Youtube and Netflix. These services need to deliver content with low delay for geographically dispersed users, which may not be achieved simply by operating large data centers. Thus, domain owners typically rely on third parties for optimized delivery, such as Content Delivery Networks (CDNs). CDNs deploy geographically scattered edge servers all over the world to deliver web content to worldwide users on behalf of the domain owners. In this case, the domain owner must delegate to a third party the commitment to keep the end-to-end security for content delivery up-to-date. The delegation of these server management responsibilities may lead to other security threats.

In this paper, we present a new threat model where an adversary can trick web clients into handshaking with vulnerable servers with lower TLS versions (say, weakened ciphers) if the domains that the clients attempt to access are served from multiple TLS servers with different TLS security settings. Specifically, a Man-in-the-Middle attacker can redirect the clients’ connection requests to vulnerable TLS servers even if the clients are supposed to establish connections with TLS servers with secure TLS parameters. We examine more than 7M domains from multiple vantage points across different continents and find that 28,956 domains in the wild exhibit different TLS configurations depending on the locations of the clients. To the best of our knowledge, this paper is the first to investigate the spatial differences in the TLS security settings of distributed delegated Web servers.

To better understand the root causes of such spatial differences, we also propose a new method to identify how the web servers of insecurely-configured domains are managed. In addition, we measure to what extent the time to establish a TLS session is lengthened if a TLS session is redirected to insecurely-configured servers. The result demonstrates the overhead latency of the redirection is not so substantial; that is, clients may not be aware of being redirected.

In summary, our contributions are as follows:

1. Presenting a new threat model to weaken the security level of web services (Section 3): We design an infrastructure under an adversary’s control that leverages the spatial differences in TLS security settings, due to the faulty or outdated management of server-side TLS configurations. We elaborate on (i) how to gather information (e.g., IP addresses, TLS versions, ciphersuites, etc.) of web servers, and (ii) how an adversary can obtain the sensitive information of clients.

2. Experimentation and analysis on real-world web services (Section 4): We conduct experiments to see if web services in the real-world show inconsistencies in TLS security settings depending on the clients’ geographical locations. To better understand the reasons of the vulnerable domains, we provide a method of identifying how these web servers are managed. From the analysis, we find that about 25% of the insecurely-configured domains rely on CDNs.

3. Measurement of redirection delays (Section 5): To show the feasibility of our threat model, we measure the overhead (i.e., network latency) incurred by redirection to servers located in different continents. Interestingly, an increased time to establish a TLS session with a vulnerable domain is less than 1 second at most; thus, the redirection may go unnoticed by users.

In the rest of the paper, we first present the background in Section 2, followed by description of our methodology in Section 3. Next, we analyze the experiment results in the real-world in Section 4 and evaluate the latency of the redirection from a user’s perspective in Section 5. Then, we discuss the further issues in Section 6 and the related work in Section 7, respectively. We finalize this paper with concluding remarks in Section 8.

2 BACKGROUND

2.1 TLS Handshakes and Downgrade Attacks

Agreement on the version and ciphersuite. Transport Layer Security (TLS) [31, 32] is a protocol designed to provide secure communications between two entities (e.g., a web server and its client) over the untrusted Internet. In a TLS handshake, a server and a client negotiate parameters (TLS version, ciphersuites, etc.) for cryptographic communications, and the server is authenticated (the client authentication is optional). The TLS handshake makes an agreement between the two entities on a TLS protocol version and a ciphersuite. The TLS protocol version should be selected between 1.0 and 1.3 under mutual agreement. The TLS ciphersuite is a combination of asymmetric cipher and key types, key exchange algorithms, symmetric ciphers and key, hash algorithms, etc. The clients send the highest TLS version they can support and a list of possible ciphers in the ClientHello message. The server then selects the highest TLS version and the ciphersuite that both can support. Such selections are specified in the ServerHello handshake message. Subsequently, the other handshake messages are exchanged according to the agreed TLS version, and key materials are also exchanged by the determined ciphersuite, and finally the TLS session is initiated.

Downgrade attack. The biggest drawback in this bilateral protocol agreement is that the higher security level on one side has to be degraded to meet the lower one on the other side. For example, if a client provides only vulnerable hash algorithms, such as MD5 [33, 39], in the ClientHello message, the server has no choice but to choose the vulnerable one. This results in lower security level between the client and the server, and the attacker can exploit vulnerabilities in weak cryptographic algorithms or the older TLS version (say, TLS 1.0, 1.1, or 1.2), which is called a downgrade attack. Such attacks, which force two endpoints to use an insecure channel, are still one of the most threatening methods of attacks against TLS. There are many well-known TLS downgrade attacks including POODLE [26], FREAK [7], Logjam [3], DROWN [6] and SLOTH [8].

On the contrary, even though the client uses the latest web browser that fully supports the latest TLS protocol (say TLS 1.3) and strong ciphersuite, the client can still be vulnerable against the downgrade attacks if the server supports only older TLS version and weaker ciphersuite. The TLS connection between the client and the server is established with insecure parameters and hence the connection becomes vulnerable. Accordingly, the adversary may be able to perform a man-in-the-middle (MitM) attack by exploiting the vulnerability.

Although there have been many reports of vulnerabilities of protocol designs or client implementations that enable such downgrade
attacks, we present a novel approach that takes advantage of vulnerabilities of server-side configurations in distributed environments, which has not been reported.

2.2 CDN Redirection

A Content Delivery Network (CDN) is a geographically distributed network of edge servers, which delivers content to a client on behalf of an origin server. CDNs help reduce content delivery delays since the client retrieves the content from a physically close edge server. Specifically, a CDN replicates the content of the origin server to a network of edge servers geographically scattered at different locations. When the client attempts to access the origin server, the CDN redirects the request to an edge server located physically closer to the client in two ways: (1) DNS-based mapping and (2) anycast routing.

(1) DNS-based mapping is a method of assigning a group of edge servers to the clients based on the location of the client’s local DNS resolver. The domain owner (i.e., the owner of the origin server) can delegate its name resolution to a CDN service provider via CNAME or NS records. Then the CDN’s DNS server responds to a client with an appropriate A record considering the client’s location. Note that the CDN’s DNS server is informed of the client’s location using the EDNS Client Subnet [10] field to enhance the location proximity of the client’s local DNS resolver.

(2) Anycasting is a network routing mechanism in which a single IP address is mapped to multiple endpoints (i.e., multiple edge servers in the CDN context). For example, Cloudflare, a CDN service provider, leverages this anycast routing to redirect HTTP requests from users around the world. When a user sends a packet whose destination IP address corresponds to a domain name managed by Cloudflare, the IP routing delivers the packet to a topologically-nearest edge server of the anycast group by the Border Gateway Protocol (BGP).

Many global web services rely on CDNs, and we argue that it is necessary to understand the redirection mechanism of CDNs in order to better understand the root causes of the spatial differences of TLS security settings we have discovered. For this, we trace how HTTPS requests for vulnerable domains are redirected and why our method is effective.

3 NEW ATTACK MODEL

In this section, we present a new threat model where an adversary downgrades a TLS version or its ciphersuite by exploiting the spatial differences in the TLS security configuration settings across distributed CDN edge servers.

3.1 Overview

An adversary’s goal is to obtain the sensitive information of users (e.g., passwords or web cookies) heading to the target web server. The capability that the adversary needs to have for this goal is having distributed proxies under their control running around the world.

Specifically, the adversary intercepts packets between clients and web servers, and break confidentiality using the known TLS attacks as described in Section 7. To this end, the adversary first compromises or deploys a network node (close to a client) such as a WiFi Access Point (AP) to eavesdrop and to tamper with the packets exchanged between the clients and servers. For example, the adversary can install a WiFi access point with an attractive SSID (e.g., Free WiFi) in public (e.g., at a shopping mall). We also assume that the adversary runs proxies throughout the world; for instance, the adversary can purchase AWS instances from several regions, or manage machines to build their own infrastructure as illustrated in Figure 1. Using their global scale infrastructure, the adversary (e.g., a WiFi AP) can forward packets to any arbitrary proxies under their control. On the other hand, we assume the adversary cannot break cryptographic primitives such as AES. Furthermore, the adversary cannot compromise endpoints such as web browsers and web servers; thus, the TLS protocol is correctly performed.

With the above capabilities, the adversary can obtain the client’s sensitive information in the three steps, which is illustrated in Figure 2. As illustrated in Figure 2a, the adversary’s infra first gathers the list of potential target domains—e.g., from Alexa 1M web domains—whose content is delivered from multiple edge servers if they rely on CDN services. Note that some of edge servers may have potential TLS vulnerabilities (see Section 3.2). Then, as shown in Figure 2b, the adversary’s infra (e.g., a WiFi AP) intercepts the TLS handshake messages, which will be redirected to vulnerable edge servers through their infrastructure (see Section 3.3). Finally, the adversary infra uses any known attack mechanisms against a downgraded session to steal sensitive information as illustrated in Figure 2c (see Section 3.4).

3.2 Populating Target Database

As a preliminary step, the adversary should find out domains and their corresponding edge servers with weak TLS settings, which allows him (i) to redirect victims to the vulnerable edge servers located in some distant regions and (ii) to conduct MitM attacks against the victims.

Target domains & IP addresses. An adversary can target any clients and perform the redirection. For an unspecified target, they periodically can scan some of the domain names (e.g., Alexa 1M
domains) to build a list of vulnerable domains. If a particular client is targeted, the database can be populated by continuously scanning only the websites that the client frequently visits.

Once the target domains are determined, the adversary collects the IP addresses that correspond to the domains. A domain may have multiple corresponding IP addresses. For example, a global website may have multiple IP addresses since it relies on multiple servers for load balancing or service stability/availability, or delegates fast content delivery to CDNs. Thus when multiple clients access the same website, they may connect to (machines with) different IP addresses depending on their locations. Therefore, the adversary should query multiple DNS servers at multiple vantage points—e.g., across different continents, and log the target domains and their IP addresses into the Target Database as illustrated in Figure 2a.

**TLS versions and ciphersuites.** After obtaining the target domains and their IP addresses, the adversary now finds vulnerable edge servers with older TLS versions and weak cryptographic algorithms that can be exploited to conduct a MitM attack against target victims. To investigate the TLS configurations, the adversary first sends ClientHello messages to the IP addresses of the target domains, and receives ServerHello messages. This process allows the adversary to figure out the TLS version and the ciphersuite supported by each edge server. Note that the adversary’s goal is to find vulnerable TLS servers around the world for the same domain name. If the adversary can find lower TLS versions and weak cryptographic algorithms from ServerHello messages from target domains, he records the vulnerable versions and cipher algorithms of the TLS servers to the log.

### 3.3 TLS Handshake Redirection

Recall that the adversary cannot decrypt the ciphertext part of the TLS messages. Therefore, they can see only the unprotected TCP/IP headers. The adversary can obtain the IP addresses and domains from TLS handshake messages that the victims send as follows. When a client accesses an HTTPS website, a TCP connection is first established and then TLS handshake messages are exchanged between the client and the web server. The attacker can obtain the destination IP address from the message headers, and also learn the domain name of the website by looking at the Server Name Indication (SNI) [1] TLS extension in the ClientHello message. The SNI extension is a technique that specifies the domain name to which the TLS client wants to connect, which is necessary if the server machine hosts multiple web servers (with their TLS certificates) in its IP address.

The attacker looks for the IP addresses and/or domains in the Target Database to see if a website with which the victim communicates has any vulnerable edge servers. If found, it means that the victim can be redirected to a vulnerable TLS server (with the same domain name) instead of the one with which the victim is supposed to set up a TLS connection. The victim may be unaware of being redirected to another IP address (i.e., for the same web server) since a legitimate website is connected, its certificate is valid, and its authentic webpages are displayed.

For example, suppose that a client in France accesses example.com, which relies on the CDN service. Hence its content is replicated to edge servers of the CDN service provider across the world. The client is supposed to access to one of the edge servers located physically closer to its location in France. The adversary learns that one of the web servers located in the US runs with an older TLS version and weak cryptographic algorithms, which is vulnerable to known TLS attacks (e.g., POODLE [26] and Lucky Thirteen [4]). Then, the adversary can manipulate the IP header or perform DNS spoofing to redirect the client’s access request to the vulnerable server. DNS spoofing or DNS cache poisoning [36]...
makes clients to connect to a malicious machine (for a given domain) by taking advantage of the fact that DNS records are cached by a local DNS resolver. Since the adversary knows the vulnerable domains and its IP addresses in advance, they can redirect the client by spoofing the cached DNS records.

A client cannot recognize that they are redirected to another server since the authentic web pages of example.com are shown, which is expected. The TLS connection between the client and the insecure TLS server thus becomes vulnerable to the known TLS attacks. In this way, the adversary may successfully obtain the sensitive information of the client (i.e., victim).

If the network delay caused by such redirection is not significant, victims would not recognize whether they have been attacked. To understand to what extent the delay occurs, we quantify the increased latency due to the attack in Section 5. Note that it is not necessary to redirect all the TLS handshake messages. For example, suppose the purpose of the adversary is to leak a login password from the user who accesses example.com, which operates a login-purpose subdomain named login.example.com. Then, the attacker needs to redirect handshake messages only for the domain name being login.example.com, and the other handshake messages need not to be redirected, which can significantly reduce the overall network latency.

3.4 Downgraded Session Exploitation
After making the victim perform a TLS handshake in a vulnerable version or ciphersuite, the known attacks mentioned in Section 7 can be applied to the encrypted session. For example, if a TLS session is downgraded to TLS 1.0, the adversary can conduct the POODLE or BEAST attack. If the adversary deceives the server and the client to agree with the ciphersuite including vulnerable hash algorithms such as SHA-1 or MD5, he can use the SLOTH attack. TLS 1.2 has been recognized as relatively safe until recently, but several problems exist including the forward secrecy issue. In addition, new attack techniques targeting TLS 1.2 (e.g., Racoon Attack [25]) can emerge anytime.

Different edge servers may have different ciphersuites even if they support the same TLS version. Known attacks can be executed if a deprecated or vulnerable crypto algorithm remains. For example, if the TLS session is downgraded to 1.2 and the RSA key exchange algorithm can be used, forward secrecy is no longer guaranteed.

3.5 Summary
To summarize, an adversary can (i) populate the IP addresses of vulnerable TLS servers (of targeted domains) and their TLS security settings, and (ii) redirect clients’ TLS handshake messages to the vulnerable servers, then (iii) obtain the users’ sensitive information by conducting known TLS attacks on downgraded sessions. In the next section, we will investigate the effect in the real world, especially regarding steps (i) and (iii). Then, we will evaluate how this redirection affects user experiences.

4 REAL-WORLD EXPERIMENTS
In this section, we examine real-world web services and analyze the results. To this end, we perform the first step of our methodology (Section 3.2) and find vulnerable domains in the wild. Then, we study how web servers are managed to better understand why the spatial differences exist.

4.1 Data Collection
We collect three types of datasets as summarized in Table 1: target domains, ClientHello/ServerHello messages, and additional DNS records.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Source</th>
<th># of Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target domains</td>
<td>Domain names</td>
<td>Rapid7 [30]</td>
<td>7,032,829</td>
</tr>
<tr>
<td>TLS versions &amp; security</td>
<td>TLS versions &amp; security parameters &amp; IP addresses</td>
<td>Our TLS 1.3 client</td>
<td>42,196,974</td>
</tr>
<tr>
<td>messages</td>
<td>(from six vantage points)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNS records</td>
<td>Mappings between IP addresses and domain names</td>
<td>ActiveDNS [21]</td>
<td>782,446,164</td>
</tr>
</tbody>
</table>

Table 1: Summary of our datasets—We used Rapid7 to analyze our target domains, which results in 7M target domains. To obtain the TLS version and security parameters of the 7M target domains, we implement our own TLS client, which sends/receives ClientHello/ServerHello messages to/from the domains. We also use ActiveDNS (782M DNS records) to find additional vulnerable TLS servers in the wild.
As specified in Section 4.1, we connect the 7M domains from the six TLS versions. Given the size of the entire dataset, it may not be a TLS servers vulnerable from the first dataset (7M domains), we find 272,406 additional domains, which are potentially vulnerable, while another does not.

(a) Downgraded TLS Version—For example, TLS1.3 → TLS1.0 indicates that among TLS servers for a domain, one server supports the highest TLS version 1.3 while another supports the lowest version 1.0. This means that the domain is vulnerable since clients can be redirected to the server with vulnerable TLS 1.0.

(b) Weakened Ciphersuite—Some TLS servers may still rely on weak ciphersuites. For example, a domain has multiple web servers located around the world. One server supports forward secrecy, while another does not.

We find that an adversary can make clients have TLS sessions with sensitive information. The wide usage of old TLS versions highlights the vulnerability to the redirection attacks. This means that global scale web services are required to operate more servers in more distributed areas for quality of service, resulting in possibly more spatial differences. Also, surprisingly, TLS 1.0 servers (4,115, 18.78%) are still being in use. Most of domains have their TLS servers (17,740, 80.98%) use TLS 1.3 or TLS 1.2. The wide usage of old TLS versions highlights the vulnerability to the redirection attack. That is, an adversary may be able to perform known attacks to those "downgradable" domains.

Second, an adversary can weaken the security of the TLS sessions. We find that an adversary can make clients have TLS sessions without forward secrecy for 1,618 domains by changing the (EC)DHE-related ciphersuite to the RSA-related ciphersuite. Furthermore, 4,735 domains have some TLS servers that can be weakened from the SHA256/SHA384-related ciphersuite to the SHA1-related ciphersuite. An adversary can also decrease the key size from 256 bits to 128 bits used for the AES algorithm for 12,107 domains.

Third, we observe that some of vulnerable domains may allow attackers to obtain sensitive user data. For example, 91 domain names include login and 282 domain names contain auth or account or sso. Furthermore, 6,429 domain names start with mail or webmail or email, and 398 domain names contain admin. It implies that many of the vulnerable domains that we have found are dealing with sensitive information.

Lastly, our collected 7M domains cannot cover the entire Web. To find more vulnerable domains that we may miss from the 7M domain dataset, we use ActiveDNS that provides 782M domains and its associated IP addresses in the wild. We look for other vulnerable domains whose servers mapped to the same IP addresses of the already-found-to-be-vulnerable TLS servers, which results in additional 272,406 (out of the total 419,559 pairs of IP addresses and domains) that are not found from the 7M domain dataset. The breakdown of the additional domains is shown in Table 3. Interestingly, 114,003 domains (41.8% out of 272,406) correspond to more than one IP addresses, which indicates that these domains have multiple TLS servers with vulnerable settings. Thus, the attackers can have a wider option of choosing vulnerable TLS servers when redirecting clients. This may help reduce the network latency to perform the redirection.

### Table 2: Types of vulnerable domains

<table>
<thead>
<tr>
<th>Downgraded TLS Version</th>
<th># of Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS1.3 → TLS1.2</td>
<td>17,740 (80.98%)</td>
</tr>
<tr>
<td>TLS1.3 → TLS1.1</td>
<td>7 (0.03%)</td>
</tr>
<tr>
<td>TLS1.3 → TLS1.0</td>
<td>452 (2.06%)</td>
</tr>
<tr>
<td>TLS1.2 → TLS1.1</td>
<td>73 (0.33%)</td>
</tr>
<tr>
<td>TLS1.2 → TLS1.0</td>
<td>3,648 (16.65%)</td>
</tr>
<tr>
<td>TLS1.1 → TLS1.0</td>
<td>15 (0.07%)</td>
</tr>
<tr>
<td>Total (Excl. duplicates)</td>
<td>21,907 (100%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weakened Ciphersuite</th>
<th># of Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward secret → Non-forward secret (e.g., ECDHE/DHE → RSA)</td>
<td>1,618 (9.95%)</td>
</tr>
<tr>
<td>Non-deprecated → Deprecated (e.g., SHA256/SHA384 → SHA1)</td>
<td>4,735 (29.11%)</td>
</tr>
<tr>
<td>Larger key → Shorter key (e.g., AES 256bit → AES 128bit)</td>
<td>12,107 (74.43%)</td>
</tr>
<tr>
<td>Total (Excl. duplicates)</td>
<td>16,267 (100%)</td>
</tr>
</tbody>
</table>

### Figure 3: The ratio of vulnerable domains to the given set of domains increases as the ranks of Alexa top sites (i.e., the given set of domains) go higher.
Figure 4: Identification process of the web server management—To better understand the root causes of spatial differences in TLS versions or ciphersuites, we devise a method to categorize the web hosting service providers (including CDNs) that exhibit the spatial differences. First, we find the vulnerable domains by establishing TLS handshakes with the 7M target domains from the six vantage points. Then, we query DNS servers for the vulnerable domains and obtain A, CNAME, and NS records. With the three types of the DNS records, we identify the ownership of IP addresses and check whether anycasting or CDN is used.

Table 3: More vulnerable domains—We present the breakdown of vulnerable domains in the wild from the 782M domain dataset.

<table>
<thead>
<tr>
<th>Downgradable TLS Version</th>
<th>Weak Ciphersuite</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS 1.0</td>
<td>2,948</td>
</tr>
<tr>
<td>TLS 1.1</td>
<td>7</td>
</tr>
<tr>
<td>TLS 1.2</td>
<td>340,620</td>
</tr>
<tr>
<td>TLS-RSA</td>
<td>549</td>
</tr>
<tr>
<td>SHA1</td>
<td>837</td>
</tr>
<tr>
<td>AES-128</td>
<td>74,598</td>
</tr>
<tr>
<td>Total</td>
<td>419,559</td>
</tr>
</tbody>
</table>

4.3 Cases of Spatial Differences

To understand why such a spatial disparity exists, we further investigate the vulnerable domains. There are cases where the different TLS versions or ciphersuites for the same domain are found from different vantage points. Specifically, different IP addresses of the weak TLS servers are found across the vantage points and also across different CDN networks. For example, the IP addresses of www.aliceblue.com are 104.18.15.∗∗∗ from Paris, France and 148.72.249.∗∗ from the rest.1 Note that the former is served by Cloudflare using TLS 1.3, but the latter is served with TLS 1.2 from GoDaddy. That is, only the clients located around Paris can securely communicate with the server (if there is no redirections), while others may be vulnerable to other TLS attacks.

As another example, s1.com is the only domain listed in Alexa top 100 sites, which can be downgraded from TLS 1.3 to 1.2 and from AES256 to AES128. The domain is using Amazon Web Service (AWS) EC2 and is mapped to different IP addresses each time by Amazon name servers. Some of them supports TLS 1.3, while the others did not.

In some of the Alexa top 100K domains, TLS 1.3 can be downgraded to TLS 1.0. The toc.net domain is mapped to several anycast IP addresses owned by Cloudflare; however sessions in some areas are established with TLS 1.0. The tuyo.com domain, hosted by a non-anycast single IP address in all regions, exhibits different TLS versions; we can infer that differently configured multiple servers are using a single public IP address.

From our observations, we can conclude that the spatial difference is mainly due to the different TLS security settings across the multiple servers located around the world that are primarily relying on multiple CDNs [35], or web hosting service providers, or multiple servers in the cloud services. Therefore, we need to identify how the web server of each domain is managed, which helps better understand the root causes of the spatial differences and ultimately present mitigations against the attack.

4.4 How Web Servers are Managed

We first need to know how web servers are managed and operated (or which content delivery platform is used) for each vulnerable domain to better understand why the TLS versions and ciphersuites are differently configured depending on the clients’ locations. A simple approach of web server provisioning is that the domain owner operates and manages her/his web servers directly. In this case, keeping the web servers secure and up to date is the responsibility of the domain owner. Another option is to delegate content delivery to a third-party like CDNs or web hosting service providers. In this case, the administration of web servers such as configuring TLS parameters or updating TLS versions is performed by the third party. Meanwhile the domain owner only needs to manage web content.

We present a method to identify how web servers are managed. First, we obtain the IP addresses of domains by querying DNS servers from the six vantage points across the five continents; we also collect CNAME, NS, and A records as well. A records are used for IP address owner identification and anycast IP address identification. Moreover, CNAME and NS records can be used for...
CDN identification. Figure 4 illustrates our entire process to identify how the web servers are managed.

DNS query by region. When a domain name is given, the basic approach to obtain its associated IP addresses is to use DNS servers. The DNS servers return CNAME, NS, and A records as a response to the query. A CNAME (Canonical Name or Alias) record is an alias of another canonical domain name, which helps redirect to another domain. An NS record specifies an authoritative name server for a domain. Typically, CDN service providers use the two types of records (CNAME and NS) to redirect clients’ requests to their edge servers located nearby the clients. With an A record, we can infer who owns and manages a particular IP address. Moreover, we can also identify the anycast CDN services such as CloudFlare.

We query DNS servers for the 29K vulnerable domains from the six vantage points, and obtain CNAME, NS, and A records of the domains. The collected DNS records are used to identify the ownership of IP address and CDN services (DNS-based mapping CDN services and anycast CDN services).

IP address owner identification. A simple approach to identify who owns and manages the IP addresses of the 29K vulnerable domains is to use the Autonomous System (AS) information. An AS information informs us of a collection of IP routing prefixes under the control of a single administrative entity. Typically, all IP addresses belonging to a single AS are managed by a single organization; however, organizations that operate large or complicated internet infrastructures may have multiple ASes in different IP address ranges.

This information of IP address ownership can be used to infer whether different IP addresses are under the control of the same organization. We use the IP geolocation API service, called IP-API\(^3\), that provides not only the geolocation information, but also the AS information. Then, we use CAIDA’s Inferred AS-to-Organization Mapping Dataset \(^4\) that maps between organizations and ASes; in total, it has 95,806 ASes mapped to 78,309 organizations. With the two datasets, we can infer the ownership of the IP addresses. For 25,777 IP addresses from the DNS A records of 28,956 vulnerable domain names, we observe that they belong to 5,427 organizations.

CDN detection. As explained in Section 2.2, recall that websites rely on CDNs for various reasons and two methods are mainly used for CDNs: (i) DNS-based mapping and (ii) anycasting. In the case of DNS-based mapping CDNs, they can be readily identified if the vulnerable domains redirect clients’ requests to CDNs using the CNAME or NS records from the DNS queries, which helps us check whether CDN edge servers can be the one of the root causes of the vulnerability. Detecting anycasting will be explained in \(3\).

Typically, a website uses only a single CDN service provider. However, a single website may rely on multiple CDN service providers. Such cases are called multi-CDNs if more than one CDN service provider are found from the chains of NS records, as illustrated in Figure 5. Obviously, in multi-CDN cases, A records point to different IP addresses.

We first remove the subdomains from CNAME and NS records of the 29K vulnerable domains, and check whether they match with the domain names of known CDN service providers. Among the vulnerable domains, 1,731 domains rely on CDN services, and 358 (out of 1,731) domains are using multi-CDNs.

Anycasting detection. Another method to redirect clients to CDN edge servers is anycasting. It is challenging to figure out whether anycasting is used for a website when we look at only its DNS records. A records may offer a hint; that is, a CDN employing anycasting may be used if all the A records have the same IP address. However, it does not guarantee that a single IP address from A records means anycasting since it is possible that a single machine hosts the website with its single IP address.

To check more rigorously, we devise a simple algorithm to detect anycasting by observing the network latency. For example, if the network delays from the six vantage points exhibit noticeable variations, the IP address in the A record would be a single machine or a cluster of machines with the same virtual IP address. This is because the physical distances from the vantage points to the machine or cluster will vary substantially. However, in the case of anycasting, at any two vantage points \((p_1, p_2)\), the sum of two network delays between the server machine \(s\) and each of the vantage points \(l_{p_1→s} + l_{p_2→s}\) should be smaller than the network delay between the two vantage points \(l_{p_1→p_2}\), whose expression is given as follows.

\[
l_{p_1→s} + l_{p_2→s} < l_{p_1→p_2}
\]

We randomly choose any two vantage points \((p_1, p_2)\) physically far from each other. We measure the network delays between the two vantage points \(l_{p_1→p_2}\) by sending an ICMP [29] Echo message. Then, we also measure the network delays between each vantage point and the server machine \(s\) of the vulnerable domain \(l_{p_1→s}\) and \(l_{p_2→s}\). If the sum of the network delays from the two vantage points to the web server’s IP address \(l_{p_1→s} + l_{p_2→s}\) is smaller than the latency between the two vantage points \(l_{p_1→p_2}\), this IP address is deemed an anycasting IP address. To detect anycasting rigorously, we check the above delay comparison for every pair among the six vantage points. For each comparison, we average the three measurements. We understand that this method might have some false positives or false negatives due to the routing instability and queuing variations. However, we believe that it would be sufficient for our purpose of detecting anycasting IP addresses.

---

\(^{3}\)https://www.cloudflare.com/

\(^{4}\)https://ip-api.com/
Table 4: Classification of vulnerable domains—This table summarizes the classification results for Rapid7 7M and Alexa 1M datasets, respectively. Based on this table, we analyze the root causes of the vulnerability and find that a considerable number of vulnerable domains (25.69% in Alexa 1M dataset) employ CDNs.

<table>
<thead>
<tr>
<th>Web Hosting Provider</th>
<th>Type</th>
<th>Subtype</th>
<th>Rapid7 7M</th>
<th>Alexa 1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDN</td>
<td>DNS-based</td>
<td>Single IP address</td>
<td>220 (0.76%)</td>
<td>56 (5.18%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Multiple IP addresses</td>
<td>655 (2.26%)</td>
<td>66 (6.10%)</td>
</tr>
<tr>
<td></td>
<td>Multi-CDN</td>
<td></td>
<td>315 (1.09%)</td>
<td>116 (10.72%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Subtotal</strong></td>
<td>1,606 (5.55%)</td>
<td>278 (25.69%)</td>
</tr>
<tr>
<td></td>
<td>Non-CDN</td>
<td>Single IP address</td>
<td>17,926 (61.91%)</td>
<td>409 (37.80%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-anycast</td>
<td>4,410 (15.23%)</td>
<td>37 (3.42%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anycast</td>
<td>2,218 (7.66%)</td>
<td>157 (14.51%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Same IP address by region</td>
<td>991 (3.42%)</td>
<td>70 (6.47%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Different IP addresses by region</td>
<td>752 (2.60%)</td>
<td>28 (2.59%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Same IP address by region</td>
<td>942 (3.25%)</td>
<td>102 (9.43%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Different IP addresses by region</td>
<td>27,239 (94.07%)</td>
<td>803 (74.21%)</td>
</tr>
<tr>
<td></td>
<td>Unidentifiable</td>
<td></td>
<td>111 (0.38%)</td>
<td>1 (0.09%)</td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td></td>
<td>28,956 (100.00%)</td>
<td>1,082 (100.00%)</td>
</tr>
</tbody>
</table>

4.5 Classification Results

The results of classifying 28,956 vulnerable domains are shown in Table 4. First of all, more than 94% of vulnerable domains are hosted by non-CDN operators, among which more than half are mapped to non-anycasting single IP addresses. That is, in the case of a non-anycasting single IP address, there could be multiple physical machines behind a NAT or a cluster of machines with the same virtual address. And we find that many of the first dataset of 7M domains are uncommon domains possibly created for temporary or special purposes (e.g., fcc27000000014f100c*****.kee****.io4) rather than general web services, and the biases in the classification results may result from such cases. Each of those domains is hosted on a single IP address since they are not web services for many clients. Since the attack of our interest assumes distributed servers across various regions, we now focus on popular domains in this section.

We further narrow down the target dataset to the Alexa top 1M domains5, which gives us 1,082 vulnerable domains. 25.69% of the vulnerable domains are using CDNs, and particularly 10.72% are using multi-CDNs, indicating that using CDNs is one of the root causes of inconsistency across server-side TLS settings. For CDNs, there are numerous edge servers around the world, and it would be challenging for CDN service providers to maintain consistent security settings for all of their machines. Especially when using multi-CDN, the spatial differences are likely to arise since edge servers are under the control of different CDN companies. Considering all the cases including non-CDNs, 22% of the vulnerable domains hosted on IP addresses owned by different entities. Therefore, it reveals that delegating end-to-end security to multiple CDN providers or web hosting providers is risky for website owners.

Also, there are cases where security needs to be strengthened with the help of a third party. Among 4,195 vulnerable domains that could be downgraded to TLS 1.1 or lower, only 0.6% (26 domains) of those domains are using CDN services. That means third party platforms such as CDNs mostly support at least TLS 1.2, while it is difficult for small websites running their own servers to upgrade vulnerable TLS versions or algorithms in a timely manner. Therefore, it can be recommended for small web service operators to delegate server management to third parties.

5 OVERHEAD MEASUREMENT

To show the feasibility of our method, we build the adversarial proxy network across five regions and measure the delay latency due to the redirection. Specifically, we measure the session setup time to establish the TLS session between a client and a vulnerable server (i.e., with redirection), which is compared with the one between a client and an original secure server (i.e., without redirection).

**Motivation.** The adversary redirects the client (i.e., victim) to one of weak TLS servers, which might result in longer network latency. If the network delay becomes significantly higher and the victim experiences the unusual delay, the victim might notice that an attack is being under way. Therefore, we need to measure how much delay incurs when the TLS handshake is redirected.

**The adversarial infrastructure.** We build an adversarial infrastructure on the AWS service by running instances on five different regions: North America, South America, East Asia, South Asia, and Europe. For each instance, we execute ProxyChains to run
Table 5: Measurements of the latency incurred by the redirection—Experiments with at least 5K domains in each region show that the delay caused by the redirection has an expansion ratio of up to 1.86. Even in the worst case, only less than a second is additionally required to establish a session. Interestingly, we find that there are some cases where a session is established faster.

<table>
<thead>
<tr>
<th>Origin</th>
<th>North America</th>
<th>South America</th>
<th>Europe</th>
<th>South Asia</th>
<th>East Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>North America</td>
<td>RTT (ms)</td>
<td>-</td>
<td>176.13</td>
<td>142.84</td>
<td>227.42</td>
</tr>
<tr>
<td>(7,614 cases)</td>
<td>$t_{c\rightarrow o}$ (ms)</td>
<td>-</td>
<td>468.75</td>
<td>526.46</td>
<td>463.86</td>
</tr>
<tr>
<td></td>
<td>$t_{c\rightarrow v}$ (ms)</td>
<td>-</td>
<td>1259.35</td>
<td>751.99</td>
<td>1324.74</td>
</tr>
<tr>
<td></td>
<td>$r_e$</td>
<td>-</td>
<td>1.69</td>
<td>0.43</td>
<td>1.86</td>
</tr>
<tr>
<td>South America</td>
<td>RTT (ms)</td>
<td>176.17</td>
<td>-</td>
<td>197.64</td>
<td>302.80</td>
</tr>
<tr>
<td>(6,311 cases)</td>
<td>$t_{c\rightarrow o}$ (ms)</td>
<td>857.54</td>
<td>-</td>
<td>825.41</td>
<td>876.81</td>
</tr>
<tr>
<td></td>
<td>$t_{c\rightarrow v}$ (ms)</td>
<td>999.69</td>
<td>-</td>
<td>978.83</td>
<td>1633.27</td>
</tr>
<tr>
<td></td>
<td>$r_e$</td>
<td>0.17</td>
<td>-</td>
<td>0.19</td>
<td>0.86</td>
</tr>
<tr>
<td>Europe</td>
<td>RTT (ms)</td>
<td>142.77</td>
<td>197.36</td>
<td>-</td>
<td>106.84</td>
</tr>
<tr>
<td>(5,667 cases)</td>
<td>$t_{c\rightarrow o}$ (ms)</td>
<td>475.43</td>
<td>-</td>
<td>434.66</td>
<td>557.55</td>
</tr>
<tr>
<td></td>
<td>$t_{c\rightarrow v}$ (ms)</td>
<td>906.10</td>
<td>1348.73</td>
<td>-</td>
<td>916.64</td>
</tr>
<tr>
<td></td>
<td>$r_e$</td>
<td>0.91</td>
<td>1.43</td>
<td>-</td>
<td>1.11</td>
</tr>
<tr>
<td>South Asia</td>
<td>RTT (ms)</td>
<td>227.28</td>
<td>303.42</td>
<td>106.81</td>
<td>-</td>
</tr>
<tr>
<td>(5,872 cases)</td>
<td>$t_{c\rightarrow o}$ (ms)</td>
<td>703.92</td>
<td>694.63</td>
<td>673.20</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$t_{c\rightarrow v}$ (ms)</td>
<td>1226.90</td>
<td>1694.12</td>
<td>-</td>
<td>659.85</td>
</tr>
<tr>
<td></td>
<td>$r_e$</td>
<td>0.74</td>
<td>1.44</td>
<td>-0.02</td>
<td>-</td>
</tr>
<tr>
<td>East Asia</td>
<td>RTT (ms)</td>
<td>135.57</td>
<td>292.21</td>
<td>250.59</td>
<td>140.63</td>
</tr>
<tr>
<td>(7,153 cases)</td>
<td>$t_{c\rightarrow o}$ (ms)</td>
<td>782.49</td>
<td>782.17</td>
<td>835.62</td>
<td>725.25</td>
</tr>
<tr>
<td></td>
<td>$t_{c\rightarrow v}$ (ms)</td>
<td>863.98</td>
<td>1673.61</td>
<td>1172.52</td>
<td>1103.15</td>
</tr>
<tr>
<td></td>
<td>$r_e$</td>
<td>0.10</td>
<td>1.38</td>
<td>0.40</td>
<td>0.53</td>
</tr>
</tbody>
</table>

an HTTP proxy, which forwards TLS messages to its nearest web server.

**Experiments.** The experiments are performed on a regional basis by establishing TLS sessions with and without the redirection. We use OpenSSL s time as a client that supports TLS 1.3. For each domain, we populate a three-tuple entry: (a domain name, the region where the client is located, the list of regions with lower TLS versions compared to the TLS version of the server in the same region as the client), based on our observations in Section 4. That is, we already know which regions have web servers with lower TLS versions for individual domains. For example, if example.com supports TLS 1.3 in regions A and C, but supports TLS 1.2 in region B and TLS 1.1 in regions D and E. If the client is in region A, we make an entry: (example.com, A, (B, D, E)). For the client in region B, there is an entry: ((example.com, B, (D, E)). Note that there is no entry for client in region D since there are no TLS servers with lower versions. Then, we conduct experiments at a client in each region. For instance, a client located in region A sends ClientHello directly to the web server of example.com in region A, while it also sends ClientHello redirected to the web servers in regions B, D and E.

**Metric.** To quantify the effect of the attack from a user’s perspective, we introduce a ratio metric $r_e$ to indicate how much delay incurs due to the redirection, defined as follows:

$$r_e = \frac{t_{c\rightarrow o} - t_{c\rightarrow v}}{t_{c\rightarrow v}}$$

where $r_e$ is an expansion ratio indicating how much additional delay incurs due to the attack, $t_{c\rightarrow o}$ is a TLS handshake time between a client and a vulnerable server (with redirection), and $t_{c\rightarrow v}$ is a TLS handshake time between a client and its original server, which would be an edge server close to the client.

**Results.** The experiment results are shown in Table 5 and we find the two main observations.

*First*, the expansion ratio ($r_e$) varies across the regions up to 1.86. The time required to establish a session with an original server ($t_{c\rightarrow o}$) is relatively low in North America and Europe, due to the fact that many of the web servers are located in those regions. On the other hand, the average of elapsed times to establish a session with a vulnerable server is similar regardless of where the client is. As a result, the expansion ratio in North America and Europe is relatively high, which means that users in those regions might be able to recognize that they are being redirected/attacked.

*Second*, we find that there are some cases that exhibit similar session setup delays to establish a TLS session with and without the redirection. This is due to the lack of an edge server in a nearby location; thus, even without a redirection, the client is connected to a server located in a different continent. In such cases, there is little difference in network latency.

Based on the above two observations, we believe that it is difficult for users to recognize the redirection. Since less than one second additionally incurs by the attack, and sometimes redirected sessions are established faster, it may be difficult for clients to figure out
that the browser is redirected to a server located in a different continent [27].

6 DISCUSSIONS

6.1 Mitigation

Distributed monitoring system. Our analysis demonstrates that a TLS handshake message could be successfully redirected to insecurely configured servers without anyone (web server operators and clients) noticing. Web server operators are burdened with keeping the security level of numerous servers. To mitigate this, a continuous monitoring system can be established. Rather than isolated monitoring, continuously checking the security status of edge servers at various points across the world, similar to the first step of our methodology, is necessary to cover the cases like multi-CDNs.

Moreover, the monitoring system should periodically update, aggregate, and disseminate the mapping dataset. If the size of the dataset is too large to handle, we may devise a space-efficient data structure similar to CRLite [22]. Also, browser vendors can add this functionality to their web browsers for clients. This functionality is to periodically download and use this dataset to check if users access domains that have multiple IP addresses. The web browser keeps track of the network latency of the domains and calculates the average of the network delays. If the network delays are notably longer than the average, the web browser may show a warning message to users or report anonymized packet logs to its security center for post-mortem analysis.

Automated management. It is also necessary to establish a system to keep the TLS configurations of multiple servers up to date. Of course, many companies already have similar systems, but small businesses will find it difficult to deploy such systems. Just as Let’s Encrypt [2] has contributed to increasing the proliferation of TLS by automating the issuance and management of TLS certificates, it will help to maintain robust security of web servers including small websites if there is a configuration management system that automatically manages security settings for web servers in real time.

6.2 Limitations

Variability of targets. Our attack model is based on spatial differences in server-side configurations. Note that such kind of vulnerability cannot be fixed since the protocols, software programs, and their settings are continuously upgraded and changed. Hence the machines that correspond to a particular website all over the world cannot be synchronized in terms of security aspects. Also, a CDN service provider’s mapping clients to servers may be dynamically determined. That is, the same user can be redirected to different servers at different times. Thus, the attack may not be successful if the gap between the time of collecting the vulnerability data and the time of launching redirection attacks is long. In fact, there have been cases where the list of vulnerable domains we have collected is not valid after a few weeks; the vulnerable servers are upgraded in the meantime.

Browser warnings. Vulnerabilities in TLS 1.1 and 1.0 have long been known, and the recent decision by major browsers to no longer support those versions has laid the foundation for improved overall web security levels. Therefore, attempts to downgrade below TLS 1.1 using our attacks may be thwarted by browser warnings. However, our focus is not just attacking on specific TLS versions, but attacks on the inconsistency of supported versions and settings of distributed servers, often under the control of different entities.

7 RELATED WORK

We classify the related work into three areas: downgraded by manipulating protocol messages, by browsers, or by middleboxes.

Downgraded by manipulating protocol messages. In the Factoring RSA Export Keys (FREAK) [7] attack, MitM attackers manipulate the ClientHello message to make a server and a client handshake using a weak export-grade RSA algorithm that is not requested by the client. If a session is encrypted by an export-grade RSA algorithm with weak level encryption, the attacker can recover the RSA decryption key, and then decrypt all the messages following. The Logjam [3] attack is similar but takes advantage of the protocol defects of TLS 1.2 or earlier, forcing the server to select the export-grade Diffie-Hellman Ephemeral (DHE) key exchange algorithm. Both FREAK and Logjam attacks are a kind of TLS downgrade attacks that exploit 1990’s export-grade algorithms.

The Decrypting RSA with Obsolete and Weakened Encryption (DROWN) [6] attack also exploits a vulnerability that shares a public key credential with a server that supports SSLv2, which can be mitigated only if SSLv2 is disabled on the server side. In the Security Losses from Obsolete and Truncated Transcript Hashes (SLOTH) [8] attack, an adversary downgrades a TLS session by forcibly adding vulnerable algorithms (RSA and MD5) to the SignatureAndHashAlgorithm field of the ServerKeyExchange message in TLS 1.2. Then, the client uses a hash algorithm which is not selected by the server, which enables attacks based on hash collisions.

Downgraded by browsers. The Padding Oracle On Downgraded Legacy Encryption (POODLE) [26] attack leverages a block padding vulnerability, taking advantage of the fact that some servers or clients still support SSL 3.0 for the compatibility with legacy systems. An MitM attacker deliberately drops a client’s handshake messages and forces the client to have a session downgraded to SSL 3.0. In a downgraded session, the attacker can exploit CBC padding vulnerabilities to decrypt sensitive data such as passwords among encrypted messages.

Downgraded by middleboxes. Several studies [11, 14, 23, 37] have reported that middleboxes can downgrade the TLS version due to incorrect implementations in the middlebox software. For example, a middlebox splits the TLS session between a client and a server, and establishes an old version TLS session with the server, while having an up-to-date TLS session with the client. Thus, the client cannot be aware that the TLS version is downgraded between the middlebox and the server.

There have been many attempts to perform new attacks against TLS. However, these studies typically focus on leveraging a hash collision or a fallback mechanism of browsers. Note that our method relies on the spatial differences of TLS versions and security settings.
of web servers across the globe, in contrast with the aforementioned TLS attacks.

8 CONCLUSION

TLS is the de facto standard for secure communications on the Internet and has addressed its vulnerabilities by upgrading its versions. Web server operators may have tried to keep their software and security configurations up-to-date and secure. However, for world-wide popular web services, it is difficult to consistently manage globally distributed servers, resulting in spatial differences in terms of the TLS security level. We have presented a new method exploiting this server-side disparity and found 29K domains exhibit such spatial differences in their TLS configurations. In addition, we devised a new algorithm to identify how web servers are managed and to analyze why spatial differences exist in the vulnerable domains. Finally, we measured the overhead of the redirection and demonstrated its feasibility.
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