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ABSTRACT

Most datacenter networks use ECMP that utilizes static hashing of
flows to distribute network traffic to avoid congestion. However,
it turned out that ECMP cannot achieve ideal distribution; thus,
network congestion is still an important issue in datacenter net-
works. Recent proposals for load balancing reactively address the
problem; thus, they incurs performance delay. Furthermore, they
have deployment issues.

We propose a proactive SDN-based load balancing scheme that
can proactively avoid congestion using the knowledge of the net-
work state and that can be easily deployable. We evaluate our
scheme on a Mininet emulator, which shows that our scheme
achieves 2 times shorter flow completion time than ECMP in the
emulation environment and shows more even traffic distribution.
We are currently applying our scheme to the 100Gbps ethernet
testbed to show its feasibility in the real world.
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1 INTRODUCTION

Datacenter networks must provide large bisection bandwidth to
support an ever-increasing diverse set of workloads, ranging from
latency-sensitive tiny flows to throughput-sensitive elephant flows.
A Clos topology (a.k.a., a fat-tree topology) with the the Equal-Cost
Multi-Path (ECMP) load balancing scheme is known to provide large
bisection bandwidth [1, 2]; thus, it is widely deployed in datacenter
networks. ECMP, however, provides uneven load distribution due
to hash collisions leading to poor performance [2].

There have been several load balancing schemes [2, 3, 6] to
address the limitation of ECMP. However, they require delay time
due to their reactive behavior or have deployment challenges. For
example, Hedra [2] re-routes flows after a congestion is discovered
in the network. Although it reduces the impact of the congestion,
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it requires some delay time such as calculating a new path on
congestion. On the other hand, MPTCP [6] is challenging to deploy
since they require changes of kernel network stack. CONGA [3]
requires replacing every network switch with specialized one that
implements a new load-balancing algorithm.

We present a proactive and easy-to-deployable load balancing
scheme based on Software Defined Networking (SDN). Our scheme
proactively distributes traffic loads as evenly as possible to avoid
congestion and, thus, maximizes overall link utilization to support
large bisection bandwidth. Also, our scheme can be easily employed
with any OpenFlow-enabled switches that are widely deployed
in the current datacenter networks. We implement our solution
with the Ryu SDN framework [4], emulate it with the Mininet
emulator and conduct experiments in the 100Gbps ethernet testbed.
Emulation result shows our load balancing scheme is feasible while
showing better performance than ECMP and testbed result shows
our scheme can achieve more even traffic distribution than ECMP.

2 PROACTIVE LOAD BALANCING WITH SDN
2.1 Design Goals

We consider the following properties to design our solution.

e Proactivity It is desirable to avoid a congestion proactively
since the cost to address the congestion reactively is expen-
sive.

e Deployability The solution should be easily deployed. It is
irrelevant to require replacing any network commodities or
modifying the kernel stack.

To achieve the above goals, we leverage a software defined net-
working (SDN) with our distribution algorithm. The SDN controller
can get information about network traffic, e.g., TX/RX bytes on
each switch port, from switches via OpenFlow channels. Based on
the information, we can proactively detect possible congestions and
decide good routes for flows. Note that use of SDN technology in
data centers is growing [5], which makes our scheme immediately
deployable in practice.

2.2 SDN Controller Behavior

Our SDN controller consists of the two basic components, namely
Monitor and Balancer. Monitor keeps track of the status of the
overall network by periodically querying information about incom-
ing and outgoing traffic bytes to all the switches in the network.
Balancer selects a good path for each new flow based on the net-
work status. We describe the behavior of each component in the
following.

Monitor. Monitor periodically, say 1 second, queries information
about link loads including TX/RX bytes on switch ports to all the
switches. Monitor updates the status of the network according to
the reports from the switches and calculates link loads by:
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Figure 1: The network topology used for our evalution is
shown. We build a Clos topology that consists of 4 spine
switches and 2 leaf switches.

(TX bytes in the current period)—(TX bytes in the last period)
(Capacity of the switchport)

Balancer. Balancer distributes the traffic by assigning the path
per each flow. The procedure of Balancer is as follows:

(1) A switch sends a request to Balancer when it receives a
packet of a new flow generated by an end-node.

(2) Then, Balancer checks the current link loads of possible
paths for the requested flow to find the link with minimum
load.

(3) Balancer responds with the egress port corresponding to the
link found in the previous step to the switch.

(4) The switch adds an entry for the flow into the flow table.

3 EVALUATION

We evaluate our scheme by emulation. Figure 1 shows the network
topology used in our evaluation. We use 2-tier Clos topology that
consists of four spine switches and two leaf switches, while all the
switches are attached to the SDN controller. Four machines are
connected to each leaf switch, respectively; thus, each machine has
four paths toward a machine in another rack. We use the Ryu SDN
framework [4] to implement the SDN controller and the polling
period is set to 1 second.

We use Mininet emulator in which all the links have 1Gbps
bandwidth. We generate four flows from a machine in a leaf switch
to a machine in another leaf switch and measure flow completion
times (FCTs) for each flow. The total volume of traffic sent by each
sender is 1GB.

Our emulation result is shown in Figure 2. Note that our scheme
only requires 49.20% of FCTs, compared with ECMP. In ECMP,
there happened lots of hash collisions; thus, two or three flows may
share the same path, which incurs congestion. On the other hand,
each flow utilizes its own path without sharing with others, which
accounts for our result.

4 FUTURE WORK

We are applying our scheme to the 100Gbps-ethernet testbed. Our
initial result is shown in Figure 3. In this experiment, we generate
two 10GB flows from the source to the destination. We find that the
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Figure 2: The emulation result shows our scheme only re-
quires 49.20% of FCTs compared with ECMP.
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Figure 3: The testbed based result shows our scheme
achieves more balanced distribution than ECMP.

distribution of FCT of our scheme is more evenly distributed than
that of ECMP. Though the average FCT of our scheme (3.39s) is
slightly slower than that of ECMP (3.13s), the standard deviation of
FCTs of our scheme is 17.7% smaller than that of ECMP. We believe
that the per-flow overhead of Balancer causes the performance
degradation shown in the experiments, but we’re still figuring out
the exact cause and leave it as future work.
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